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Abstract
The multifield model, in which separate sets of conservation
equations are written for each phase, or clearly identifiable
portion of a phase, IS derived by averaging the local instanta­
neous equations. The closure relationships required to re­
place information lost in the averaging process are discussed.
The mathematical structure of the model is considered and it
is shown that application to a variety of problems in which the
phases are well separated leads to good predictions of experi­
mental data. For problems in which the phases are more
closely coupled, the model is more difficult to apply correctly.
However, careful consideration of interfield momentum and
heat transfer is shown to give excellent results for some
complex problems like density wave propagation in bubbly
flows. The model in its present form is shown to be less
useful for highly intermittent regimes like slug and churn
flows. Data on a reflux condensation situation near the flood­
ing point are discussed to indicate directions in which further
work is required.

Resume
Le modele multifluides dans lequel des systemes separes
d'equations de conservation sont ecrits pour chaque phase,
ou pour chaque portion c1airement identifiable d'une phase,
est demontre en moyennant les equations locales instanta­
nees. Les relations de fermeture necessaires pour replacer
les informations perdues au cours de I'operation de moyenne
sont discutees. La structure mathematique du modele est
consideree et il est montre que des applications ades pro­
b!emes varies dans !esque!s !es phases sont bien separees

conduits a de bonnes predictions des resultats experimen­
taux. Pour des problemes au les phases sont plus fortement
couph3es, il est plus difficile d'appliquer correctement Ie mo­
dele. Neanmoins, il est demontre que la consideration soi­

gneuse du moment interfluides et du transfer de chaleur
donne d'excellents resultats pour des problemes complexes

comme la propagation d'ondes de densite en milieu abulles.
II est demontre que Ie modele dans sa presente forme est
moins utile pour des regimes d'ecoulements fortement inter­
mittents comme les ecoulements a poches ou abouchons,
Quelques resultats experimentaux, concernant une situation
de condensation a reflux, sont presentes pour indiquer les
directions vers lesquels un travail plus approfondi est neces­
saire.

Introduction
The approach to 2-phase flow modelling that is now
widely used in computer codes like TRAC, and RELAP5

[see the TRAC PO2 manual 1982, and Ransom et al. 1984]
is based on averaging of the original local instanta­
neous conservation equations for mass, momentum,
and energy. Averaging may be done in time, space,
over an ensemble, or in some combination of these,
and details may be found in Panton (1968); Vernier and
Delhaye (1968); Delhaye (1970); Drew (1971); Koca­
mustafaogullari (1971); Ishii (1971); Boure et al. (1975);
Ishii (1975); Delhaye and Achard (1976); Hughes et al.
(1976); Yadigaroglu and Lahey (1976); Agee et al. (1978);
Lyczkowski et al. (1978); Nigmatulin (1978,1979); Ban­
erjee and Chan (1980); and Drew (1983), amongst
others. The procedure is to derive an averaged set of
conservation equations for each field . .i~'''' field may be
thought of as a clearly identifiable portion of a phase,
e.g., annular flow may be modelled with 3 fields - one
for the liquid film, one for the droplets, and one for the
gas core. Selection of the fields depends on the model­
ler but should, in the spirit with which the model is
derived, in all cases be consistent with the physicS of
the problem. To illustrate this point further, a vertical
slug flow might be described by 4 fields - the first for
the large bullet-shaped gas bubbles, the second for the
liquid film around these bubbles, the third for the
highly dispersed gas bubbles in between the large gas
bubbles, and the fourth for the liquid surrounding the
dispersed bubbles. This level of sophistication may be
required in some cases for highly intermittent flows.

While averaging makes the mathematical solution of
2-phase flow problems tractable, information regard-
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(3)

(4)

Defining

(fk) = ~ I fk dV
Vk Vk

and

(fk)i = ~ I fk dS
V ai

and

ergy, p is density, I is the identity tensor, Fis body
force, Q is the body heat source, and qis heat flux.

While these equations, together with appropriate
boundary and initial conditions, constitute the exact
mathematical problem, they cannot even be solved for
high Reynolds single-phase flow. Direct simulation
using super-computers is becoming possible for some
simple single-phase flow situations, but is still far in
the future for flows in which interface motion and con­
figuration are an integral part of the problem. Because
the mathematical problem is impossible to solve at pres­
ent, the governing equations are reduced to solvable
forms by a variety of procedures. The procedure that is
most widely used is to volume average the equations,
and then time / ensemble average them. The averaging
operations are commutative and the order can be re­
versed, resulting in the same averaged equationt;. Vol­
ume averaging is done rather than area averaging, to
assure that the dependent variables and their first
derivatives are continuous [see Banerjee and Chan
(1980) for more detail].

The procedure will be illustrated for volume averag­
ing of two-phase flow in a duct. Consider the flow
situation in Figure 1, which defines the symbols. In
this case, 2 phases are shown, but the derivation is not
affected if there were more than 2 phases or fields. To
proceed, forms of Gauss' theorem and Liebnitz's rule
particular to this geometry will be used. We will use
these relationships to interchange derivative and vol­
ume integral operations. They are:

Leibnitz's rule

aI I af I .......- f(x, y, z, t)dV = - dV + f(Vi,nk)dS;
at Vk(z,l) Vk at ai

Gauss' theorem

ing local gradients between fields and the distribution
of phases is lost. Therefore, closure relationships or
'constitutive equations' are required to replace this
information. Typically, one needs relationships for
interfield forces, heat transfer, and area. For problems
involving vaporization and condensation of one com­
ponent, interfield mass transfer may be related to heat
transfer, but in more general problems interfield mass
transfer relationships are also needed.

Since averaging also eliminates information regard­
ing the distribution of fields, distribution coefficients
relating products of averages to averages of products
are therefore also needed. By judiciously choosing
fields that are relatively homogeneous, the require­
ment for distribution coefficients may be minimized,
but is difficult to eliminate entirely for all flow regimes.

The form of the closure relationships has important
consequences for the mathematical structure of the
problem and solution procedures. For example, the
simplest multifield models which account for interfield
forces through algebraic drag correlations invariably
result in high-wavenumber instabilities that are not
physical [see, for example, Drew (1983), and Ramshaw
and Trapp (1978)]. Considerable work has been done
to resolve this problem. The main reason for the non­
physical behaviour now appears to lie in rather subtle
aspects of pressure interactions between fields, aspects
that were neglected in the early models. Recent work
on these interactions leads to excellent prediction of a
variety of phenomena, as will be discussed later in the
paper.

We will first outline the derivation of the averaged
conservation equations, identify the closure relation­
ships needed, and analyze the mathematical structure
of the multifield model. We will then illustrate the
application of the model to flows in which the fields are
loosely coupled, i.e., separated flows, and then flows
in which the fields are more closely coupled. Finally,
the difficulties with the model for intermittent flows
will be discussed.

The Multifield Model

Averaged Conservation Equations
The local instantaneous form of the conservation equa­
tions for phase k may be written as

(1)

where conservation requires

I\!k = 1, 'Yk = 0, 5k = 0, for mass,

I\!k = \\, 'Yk = pS - Tk' Sk = Fk for momentum, and (2)

I\!k = Ek, 'Yk = qk - (pS - 7k)'\\' 5k = Fk,Vk + Qk

for energy conservation.

Here Vis velociry, p is pressure, T is the shear stress
tensor, E = e +V.V/2 is the internal plus kinetic en-

the volume averaged conservation equations are

a-- a--- -- ....
- OI.k(Pk) + - OI.k(Pku k) = -(mk\ = -Pkrtk,(Vi - vk);at az (5)

(6)
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Figure 1 Schematic of two-phase flow field defining the symbols.

(9)

(10)

Jump Conditions
Moving on to what is known about the closure rela­
tionships from the formal averaging procedure, all we
have are the consistency relationships for interfield
transfer. For 2 fields these jump conditions [see Baner­
jee and Chan (1980)1 are

2 1 f -I - mkdV = 0;
k=l V aj

2 1 f2: - [mkuk + nz·(nkPk) - nz·(rtk'Tk)] dS = 0; and
k=l V aj

~ 1f [( V~) -+... -+ -+ - -+ ]~ - mk hk + - + Pk(nk'Vk)+ nk'(qk-Tk'Vk) dS. (11)
k-l V aj 2

All other information regarding closure relationships
has to be obtained from experiments, or from modelling
and analysis external to the multifield model. In addi­
tion, we have the condition for phase volume fraction
that

I (Xk = 1. (12)
k

The Equal Pressure Model
For the rest of the section, we will drop the overbar
signs with the understanding that all quantities are
ensemble averaged. The simplest multifield model is
then obtained by putting the average pressures in each
phase equal to each other within the averaging volume,
and equal to the interfacial pressure, i.e., (Pk) = (Pki) =

with f being the friction factor and D the diameter.
Similarly, relationships involving wall-fluid heat trans­
fer coefficients are used to model the last term in (7) in
single-phase flow, i.e., the wall heat flux.

In 2-phase flow, however, the empirical basis for
such closure relationships is not well established, and
an entirely new set for the interfield transfer of mass,
momentum, and energy is needed. Therefore, while
the 2-phase flow problem is not qualitatively different
from the single-phase flow problem, it requires much
more information in the form of closure relationships.

A problem also arises with terms on the left-hand
side of (5), (6), and (7). In order to have the same num­
ber of variables as equations, we need to relate quanti-

2 ----2
ties like Uk(PkUk) to Uk, (Pk), (Uk) . The problem also
occurs in single-phase gas dynamics, where (PkU~)
must be related to (Pk), (Uk)2. To resolve this problem,
the assumption is often made that the density and
velocity profile is flat across the duct in single-phase
flow. While this is reasonably accurate for turbulent
flows, it may give substantiallywrong answers in some
cases, even in single-phase flow - see Bird et al. (1960).
In 2-phase flow, density variations in the averaging
volume are usually negligible; however, substantial
variations in phase volume fraction (Uk) and velocity
(Uk» may exist, Therefore, distribution effects are im­
portant in a wider range of problems.

1 f -+- nkw'qk dS. (7)
V akw

Here IDk is the mass transfer out of phase k, and Uk is
the velocity in the z direction. The terms involving
derivatives of Tand qon the left hand sides, i.e., axial
diffusion ofmomentumorheat due to moleculareffects,
are often neglected, since they are very small in most
cases. The overbar signs indicate that an ensemble or
time averaging operation has been carried out after
volume averaging. Double averaging leads to certain
desirable properties, which will not be considered
further here, but Delhaye and Achard (1978) may be
consulted for a definitive discussion.

These equations apply not only to each plane, but to
any clearly identified portions of a pha"p, which is
often called a 'field,' provided appropriate relation­
ships are supplied for the quantities on the right-hand
side. The central difficulty with such an averaged multi­
field model arises from all information being lost about
the gradients between fields and at the wall. There­
fore, closure relationships must be supplied for all the
integrals on the right-hand sides, since they cannot be
calculated a priori from the model. This happens as
well in single-phase flow, where the momentum equa­
tion is often phrased as

a - a -2 a(p) - 1 J -+ -+ = _
- (pu) + - (pu ) + - - - nz·(nw"r) dS - -
at az az V akw

2f(p)(I1)(I1)
D W

a K,( Z,t)

nzj

a K,( Z, t)

1
z

1 akw(z, t)--_.-

226



(14)

(18)

(21)

(p). In that case, the integral involving pressure on the
right-hand side of the momentum equation (6) may be
simplified by Gauss' theorem as

1 f ..... -+ aOLk (13)- (p)nk·nzdS=(P)-d'
V aj Z

and (6) becomes

aOLk(Pkuk) aOLk(Pku~) a(p) (F) __---'--- + + OLk - - OLk Pk kz -
at az az

If .......... = If .......... =)dS- [mkUk - nz' (nk 'Tk)] dS + V nz' (nkw 'Tk .
V ai akw

Since the pressure differences between phases are ex­
pected to be small over a cross-section, the equal pres­
sure assumption is plausible at first sight. However,
more careful consideration indicates gradients of the
difference between phase pressures and interface pres­
sures may be comparable to the other terms in the
momentum equation. As shown in the next section,
the terms involving pressure in the multifield momen­
tum equations have a crucial effect on stability.

Structure and Validity of the Model

Separated Flows

Stratified Flow
Consider an incompressible stratified flow in the flow
situation shown in Figure 2. If viscous effects are mod­
elled by algebraic terms involving friction factors, as is
conventional in single-phase flow, and we assume no
heat or mass transfer, then the characteristics for the
equal pressure, quasi-linear set of conservation equa­
tions (5) and (14) are wholly real only if

-OL(1 - OL)PIP2(UI - U2)2 :::: 0, (15)

where we have assumed (u~) = (Uk)2 = u~ (say). This
is clearly impossible for 2-phase flow, so the charac­
teristics are always complex and high-frequency insta­
bilities may be expected [as discussed by Drew (1983),
Ramshaw and Trapp (1978), and Banerjee and Chan
(1980)]. The equal pressure model therefore cannot
predict phenomena in stratified flows.

In the actual physical situation, the pressures are
not equal. The form of the momentum equation can
then be derived by writing

Pki = (Pk) + 8Pki + 8plo, (16)

where

8Pki = (Pki) - (Pk)

and

8pid = Pkl - (Pki)'

Since (Pk) and (Pki) are constant in the averaging vol­
ume, therefore the term

1 f P n·n dS = [(Pk) + 8Pk] aOLk + 2.- f 8plonk:nz dS. (17)-v k k z I az V .
ai a1

wall

T aH p,.P, ,u,

l
H (j~IH .-..;.;in:..:..t~l'r...:..fo;;.;t;';;4!~ Pi 1

P2, P2'U 2 -

wall
grov ilol lonol

tortl'

Figure 2 Schematic of stratified flow defining the symbols.

The linear momentum equation then becomes

aOLk(PkUk) + aOLk( uZ) + '" a(Pk) _ ~ ki aOLk =
at az Pk k k az P az

1 f ..........,... (... =)] dS- - [mkuk + nz' n k8 Pki - nk' nz'Tk
V aj

1 f .......... =+ - nz'(nkw'Tk) dS.
V ai

To proceed, we now require expressions for Apki and
ApL for the stratified flow situation in Figure 2; the
pressure difference between phases may be expressed
in the static approximation as

Pi - PI = 8Pli = PIgOLH/2; (19)

Pi - pz = 8PZj = -pzg(1 - OL)H/2. (20)

At the level of this approximation, ApL vanishes.
Therefore, the right-hand side of the momentum equa­
tion is the same as (14), but the left-hand side now
contains additional terms that are derivatives of a.
Versions of this formulation were proposed by Rous­
seau and Ferch (1979), and Ardron (1980).

The condition for real characteristics is then

(P2 - PI)gH [~ + 1 - OL]:::: (UI - U2f
PI P2

This is exactly the Kelvin-Helmholtz stability criterion
for long waves. If the inequality is not satisfied, t~en
interfacial instabilities will grow because the restormg
forces due to gravity will not be sufficient to balance
the sucking action at the wave crest due to Bernoulli's
effect. The criterion in (21) signals a transition to slug
flow. (In reality, transition may occur earlier due to
non-linear effects; see Ahmed and Banerjee (1985).)
Consideration of phase pressure differences, then,
captures a real physical effect.

The static approximation in (19) and (20) breaks down
for finite amplitude waves. Banerjee (1980) has inte­
grated the transverse momentum equation and shown
that higher order terms occur that lead to a Korteweg­
DeVries equation for interfacial waves at the next level
of approximation.

Inverted Annular Flow
We will consider another example of a separated flow
to illustrate the capability of the model to predict rather
complex phenomena.

227



Figure 3 Schematic of inverted annular flow.

(24)

Interfacial mass transfer has only a weak effect on
this criterion. In particular, the short wavelengths
(large k) are stable even at very high velocity differ­
ences between phases.

The length of the most unstable waves can be found
by seeking the maximum growth factor. Kawaji and
Banerjee (1986) show that this wavelength is given by

21TF4(aR)1I2

Dispersed Bubbly Flows
While the multifield model may be expected to predict
separated flows with accuracy, its application to more
closely coupled flows is less obvious. This is because
great care has to be taken in considering forces arising
out of the pressure variation over interfaces, i.e., the
term involving .::lpki on the right-hand side of (18) re­
quires attention.

To illustrate the problem, consider forces on an as­
semblage of spheres spaced sufficiently far apart that
interactions are weak. The situation is shown schema­
tically in Figure 5. Let the continuous phase be incom­
pressible, inviscid, and without circulation. Pauchon
and Banerjee (1985) have shown for this case that the
governing equations are of the form:

As shown in Figure 4, this result compares extremely
well with the experimental data of De Jarlais (1983).

R

z

r

l

I
liquidvapor

Inverted annular flows similar to the schematic in
Figure 3 often occur during reflood and rewetting of
vertical tubes. The wall may be thought of as being
very hot, and a film of vapor is generated that prevents
the liquid from wetting the wall. The vapor-liquid inter­
face is wavy, and this enhances heat transfer compared
to condensation through a uniform laminar vapor film.
To model such a situation, the pressure difference be­
tween the phases due to surface tension must be incor­
poratedinto the momentumequations. The momentum
equation for the liquid then becomes (dropping the
averaging signs)

dU2 dU2 dPI a d0l.2 aK vn;- d301.2
P201.2- + P2U201.2- + 01.2- - -- - - -- - =

dt dZ dZ 2R~ iJz 2 dz3

algebraic terms that do not affect phase speed. (22)

Note thatthe reference pressure is PIt Le., the pressure
in the vapor; a is the surface tension; R is the tube
radius; and we have assumed distribution coefficients
-1.0.

If a linear stability analysis is performed for the con­
servation equations, assuming the phases are incom­
pressible, we find the phase speed is real if

and ~Pli = O.
The material derivative Ok / Ot = a/at + Uk a/az. The

last term on the right-hand side of (25c) and (25d) arises
from the accelerations of the continuous and dispersed
phases and is sometimes called the 'virtual mass' term.
The first term on the right-hand side of (25d) arises
from the difference between the average continuous
phase pressure and the average interfacial pressure.
This difference is straightforward to calculate for spheres
and is given in (25e). Clearly, the .::lP2i auz/ (jz term
vanishes if the phase volume fraction gradients vanish;
therefore it does not appear for a single sphere in a
large averaging volume.

There is still considerable controversy over the form

(UI _ U2) ~ [k2aR _~ (a l + ( 2)]1I2,
2~ 2Ra2 PI P2

where k is wave number.

(23)

oal oal OU,
- + UI - +al - = 0,
dt dZ dZ

DIUI dPI 1 (DIUI D2U2)
PIOl.I-- +01.1- = - - P201.1 -- - -- and

Dt OZ 2 Dt Dt'

D2U2 dP2 da2 1 (DIUI D2U2)
P201.2-- +01.2- =8p2"- + - P2a l -- ---

Dt dZ 1 dZ 2 Dt Dt'

where

(25a)

(25b)

(25c)

(25d)

(25e)
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Figure 4 Comparison of predictions with De Jarlais' data.
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aI.'s form is correct. In any case, we will proceed to
study the stability of the system (25a)-(25e).

Pauchon and Banerjee (1985) have shown that the
characteristics for (25) with PI « pz are

(26)

where

and

These characteristics give the void propagation velocity
and are wholly real for

The model, therefore, predicts a transition to a quali­
tatively different flow regime when (Xl> 0.26. This is
approximate because the coefficient for the virtual mass
term and ap2i is based on an assembly of non-interact­
ing spheres of constant radius. As the phase volume
fraction increases, interactions increase, and some
modification to the criterion may be expected, i.e., the

Figure 5 Schematic of bubbly flow showing averaging volume.

of (25c) and (25d). Drew et al. (1979) suggest that the
acceleration should be 'objective' and the virtual mass
term should then contain an additional derivative of
the form (UI - uz) aI az (UI - uz). We are not as yet
certain whether (25c) and (25d) are correct or Drew et

Cl] ::5 0.26. (27)
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Figure 6 Plot of the non-dimensional characteristic velocity against void fraction.

transition is probably slightly wrong. The solution for
X.* given in (26) is plotted in Figure 6. The void propa­
gation velocities lie between velocities for the continu­
ous and dispersed phase. Therefore, measurement of
void propagation (say, by cross-correlation techniques)
does not give the velocity of either phase. To determine
whether the model is correct, comparisons have been
made with the data of Bernier (1981) and Pauchon and
Banerjee (1985). Plots of the predictions and experi­
mental data are shown in Figures 7 and 8. It is evident
that the agreement is quite excellent even at relatively
high gas velocities. This is an indication that the main
features of the model are correct even when the phases
are closely coupled.
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Figure 7 Void propagation velocity-predictions compared with data
of Pauchon and Banerjee (1985). The liquid superficial velocity is
0.0884:5 h:5 0.765 m / s.

Dispersed Droplet Flow
A similar analysis, as for dispersed bubbly flow, can be
performed for droplet flow, but a fifth equation is
needed to complete the system of equations, since an
additional dependent variable Rd has to be introduced
to the system through the pressure difference tenn. In
terms of this added variable, the liquid volume fraction
can be expressed as follows:

4 3
0.1 = 3 'ITRdn,
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Figure 8 Predictions of void propagation velocity compared with Bernier (1981) data with 0 ~ iz ~ 0.318 m I s.

equator (6 = 1T / 2) are given, respectively, by the fol­
lowing equations

Due to this external pressure difference, the droplet
is expected to be pressed at stagnation points, deform­
ing into an oblate spheroidal shape, which is an ellip­
soid formed by rotating an ellipse about its minor axis.
Unless the droplet breaks up, these forces tending to
deform the droplet are balanced by surface tension,
which tends to restore a spherical shape. Photographic
observations of liquid drops, either suddenly intro-

where n = number density of drops. As the drops
travel along the flow channel, both nand Rd change,
resulting in net variation of a\. Note that we subscript
with 1for liquid, v for vapor, and d for droplet in this
section to distinguish the results from the previous
one.

In the present analysis, the variables nand Rd are
used instead of a\ as the fourth and fifth dependent
variables, in addition to UI , UC! and Py • To complete
the hydraulic equation system, however, a fifth equa­
tion is necessary. For this, we consider a simple prob­
lem of the behaviour of a droplet of radius Rd subjected
to a gas stream with a relative velocity Ur • For such a
droplet, the external pressures at the forward and rear
stagnation points (T = 0 and 1T, respectively) and at the

(28)

(29)
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duced into an air stream [Haas (1976)] or moving at a
steady speed [Ryan (1976)] show clearly that the drops
become flattened and spheroidal in shape. Ryan's ex­
periments involving drops of water with surfactant
added to reduce surface tension further show that the
degree of flattening increases with decreasing surface
tension, as expected.

For the present analysis, we assume that the semi­
minor and semi-major axes of the spheroid at equilib­
rium state are equal to a and h, respectively. Further­
more, we assume the potential flow about a sphere is
still applicable and can approximate the pressure dis­
tribution on the surface of a spheroid. Then, at equi­
librium, the following relationship must hold between
the dynamic pressure and surface tension at the stag­
nation points and at the equator, respectively:

(35)

(34)

16(13 -1) ± 16[(13 +1- ull uy)(13 +1)]
We< ,

13(5 -l/uy ) -l/uy + 1

Table 1: Critical Weber Number for Various Density Ratios and
Void Fractions

Uy

l[/Iv 0.3 0.5 0.7 0.9 0.95 1.0

10 20.95 10.75 8.96 8.23 8.11 8.0
100 19.22 10.68 8.96 8.23 8.11 8.0

1000 19.22 10.67 8.96 8.23 8.11 8.0

(Ill) _p,U, + cPyU - 4cr I RctUr _ [64cr2 16cr )
- - - ~+-(p,-Py
k PI + py RdUr Rd

+ pyU~ (~ (p, + py) - 4p,)T2 12(Pl + py).

For stability, the condition given below has to be
satisfied:(30)

1 2 2cr 2
P,-P--pu=-x

y 2 y r R
d

and

Performing a similar analysis as described for the in­
verted annular flow, the following dispersion relation
for the droplet flow is obtained

(36)

We first note that in the limit U v = 1.0, equation (34)
simplifies to

~<& ~

The stability criterion obtained above implies break­
up of drops for a given dispersed flow system when
the Weber number, defined by equation (32), exceeds a
critical value.

For various density ratios and void fractions, the
values of the critical Weber number predicted by equa­
tion (34) are tabulated in Table 1. The effect of density
ratio is small. As void fraction is decreased from unity,
the critical Weber number is predicted to increase
gradually. The validity of this predicted behaviour is
not clear at present due to the lack of experimental data
concerning the breakup of drops in a confined flow
channel.

An infinitely large critical Weber number is obtained
as void fraction decreases to a value of 0.2. In reality,
however, dispersed flow usually exists for void frac­
tions greater than about 0.8. At lower values, droplet
coalescence, collision, and breakup processes will be
important, and the present analysis no longer applic­
able. It is also noted here that the present analysis is
limited to the well-established dispersed flow, for ex­
ample, in regions well downstream of the inverted
annular flow in reflooding of a hot vertical tube. The
assumption of potential flow about a sphere has limited
validity in the transition region, where the liquid core
in inverted annular flow destabilizes and breaks up
into slugs, ligaments, and various large and small
droplets. In this region, the mechanisms responsible
for droplet breakup may be quite different from those
relevant to well-developed dispersed flow with high

(33)

(32)

(31)

2 dUr 1 dRd--+--=0.
Ur dz Rd dz

where X = a/Rd (shape factor). Subtracting equation
(30) from (31), and rearranging, we obtain the follow­
ing equation describing the degree of flattening the
droplet is subj~cted tu in order to balance the forces
originating from the dynamic pressure of the vapor
phases:

We = pyUr2Rct = 16 (X1l2 + X~5/2 _ 2X2).
cr 9

A non-dimensional parameter appearing on the left­
hand side of equation (32) is identified to be the Weber
number defined in terms of the droplet's mean diam­
eter and relative velocity. As the relative velocity, or
Weber number, is increased, the droplet is predicted
to become more flattened in shape, as expected from
physical intuition. The use of pressure distribution for
the potential flow about a sphere rather than a spheroid
tends to overestimate the degree of flattening for a
given Weber number; however, we adopt the present
approach to simplify the analysis. If a more accurate
description is desired, an analytical solution for poten­
tial flow about an oblate spheroid should be used
instead.

To obtain the fifth equation necessary for the stability
analysis, we assume that the shape factor remains con­
stant and differentiate equation (32) with respect to z
(or t). The following equation is obtained to complete
the equation system for stability analysis:

232



OUENCHING FRONT

(39)

ENTRAINED
WATER

C C'

FILM
BOILING

B B'

PARTIALLY
QUENCHED

A A'

TOT ALL Y
QUENCHED

A'

A

where

u=[~~l A=[~L ~:], E=[::],
and UL is the liquid velocity, hL is the height of liquid
in the pipe, g is gravitational acceleration, YH = UL I
(BULl Bud, UL is the fraction of the cross-sectional area
occupied by the liquid, and E1 and E2 are terms involv­
ing wall and interfacial friction, vaporization rate, and
gas phase inertia.

Some simplifications have gone into deriving these
equations, and these are discussed in more detail in
Chan and Banerjee (1981b). The bulk liquid tempera­
ture, TL , is given by the energy balance

where q111 is the heat flux per unit volume and depends
on the mode of heat transfer; e.g., for refilling and
rewetting problems, it may assume different values for
the film boiling (or precursor cooling) region, and the
wet (boiling or forced convection to liquid) region.
Chan and Banerjee (1981c) discuss the applicable rela­
tionships in detail.

(1 - ~) is the fraction of energy input that goes into

Figure 9 Characteristics of horizontal channel rewetting.

can write sets of conservation equations for the liquid
and the vapor, Le., a 2-field model. This ignores bub­
bles in the liquid and droplets in the vapor, but appears
to be a reasonable assumption for subcooled condi­
tions at the quench front.

The mass and momentum conservation equations
may then be phrased as

aD _ aD _
-+A- =E (38)at az '

Rewetting of Horizontal Channels
The preceding methodology can be applied to the
study of rewetting and refilling of a horizontal tube.
The details are given in Chan and Banerjee (1981a, b,
c).

Consider the flow situation shown in Figure 9. We

void fraction, and the situations of droplet breakup in
a free gas stream are discussed below.

The breakup of drops of a free gas stream has been
investigated in the past, both experimentally and theo­
retically. For cases where the inertial force and surface
tension dominate the viscous effects, the droplet break­
up can be specified by a critical Weber number [Hinze
(1955)]. Hinze (1948) suggested further that the value
of the critical Weber number should depend on the
rate of droplet acceleration with respect to the gas
stream. Various cases have been investigated in the
past, ranging from a drop suddenly exposed to a
high-velocity gas stream to that of a drop moving in a
gas stream at a terminal speed. For these two extreme
cases, Hinze (1955) recommends critical Weber num­
bers of 13 and 22, respectively.

The experimental data of Haas (1976) for the break­
up of mercury drops in air indicate a critical value of 10,
while Hanson et aI. (1963) obtained values ranging
from 7 to 17 for the breakup of water and methyl
alcohol drops by air blast. On the other hand, the
experimental data of Lane (1951) and Ryan (1976),
involving a water drop placed in a vertical wind tunnel
and held stationary by an upward flow of air, indicate
critical values of 10 and 12, respectively. Wallis (1974)
suggests that a drop moving in an infinite medium atits
terminal speed will break up at a critical Weber number
equal to 8, in agreement with equation (37). Kataoka et
al. (1983) also suggests a critical Weber number of 8-17
for a large drop falling at its terminal speed.

The stability criterion derived from the present anal­
ysis is consistent with the available data on droplet
breakup in a gas stream. Furthermore, Ryan's data
(1976) indicate that the degree of maximum flattening
before breakup, defined by the ratio alb, is nearly
constant at a value of 0.4 for drops of varying surface
tension, and maximum equivalent spherical diameter
between 4.4 mm and 9.1 mm. The limiting value of a I b
equal to 0.4 corresponds to the shape factor a I Rd of
0.54 and, from equation (32), the Weber number of 8.4,
which is also close to the critical value found in the
present stability analysis.

If the .iPvi term is neglected in the above analysis,
then the stability condition expressed by equation (37)
is obtained for all void fractions and density ratios.
This shows that the .iPvi term accounting for the non­
uniformity of the interfacial pressure distribution tends
to enhance the stability of the dispersed flow system, a
result consistent with that reported by Pauchon and
Banerjee (1986).
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Figure 12 Film boiling model.
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Figure 11 Refilling velocities - Qin = 8-.0 mil s.

heating the liquid phase. This is not known a priori,
and it is necessary to make a model for energy partition
to heat the liquid and cause vaporization.

The hydraulic equations (38) can be solved to deter­
mine whether the relatively simple problem of refilling
a horizontal cold tube can be predicted. If the refilling
process is started by suddenly opening a valve, then
the refilling front propagates with the shape shown in
Figure 10. Note that the leading edge propagates faster
than the trailing edge. The velocity of the leading edge
and trailing edge of the front are compared with experi­
ments in Figure 11. It is clear that the theoretical
predictions are in agreement with the experiments,
which gives confidence in the 2-field model in (38).

If the tube is hot, so that the refilling front moves
faster than the rewetting (or quench) front, as in
Figure 10, then a rewetting criterion is necessary for
predictions. As discussed previously, a criterion based
on temperature is not satisfactory. This is because the
rewetting temperature can be very different at differ­
ent axial and circumferential locations. A model for
rewetting has therefore been proposed by Banerjee
and Chan (1981c).

The model postulates that film boiling is maintained

because the circumferential vapor flow, as shown in
Figure 12, supports the liquid - much like a Hover­
craft. However, as the depth of the liquid in the tube
increases, the vapor velocity needed to support it also
increases. At some depth, the vapor velocity may be­
come sufficient to excite the Kelvin-Helmholtz insta­
bility, as discussed earlier. This in itself is only a
necessary, but not sufficient, condition for rewetting.
The sufficient condition is that the enhancement in
local heat transfer due to the instability must be much
larger than the conduction heat transfer from the sur­
rounding region. Only then can the cooled regions
grow rapidly, leading to rewetting. However, for a
thin-walled pipe with low thermal capacitance, con­
duction in the wall is small. Therefore, for thin-walled
pipes, onset of an interfacial instability may lead to
rewetting; Le., is both necessary and sufficient. The
onset of the interfacial instability can be related to the
depth of liquid through the circumferential velocity.
Therefore, the rewetting criteria is phrased in terms of
the depth of the liquid.

The model was tested against experimental data, and
the results are shown in Figure 13. The two lines are for
the first 2 modes of the instability. It is clear that the
data fall between the predictions for the modes, and
are largely independent of the initial wall temperature.

If this rewetting mechanism is introduced into the
2-field model, Le., to give q11l in (39), then the wall
temperatures can be predicted. The theoretical and
experimental results are compared in Figure 10. The
agreement is good, considering the complexity of the
phenomena. In particular, note that the top (say, TET)
rewets later than the bottom (TEB) at any location (say,
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E). Also, the bottom shows much greater precursor
cooling due to the liquid tongue and film boiling.

The theoretical rewetting velocities for different in­
jection rates and wall temperatures are compared with

Figure 15 Average rewetting velocity versus inlet flow rate - com­
parison of experimental and numerical results.
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data in Figure 15. Again, it is clear that the agreement is
good. Note that the model does not use adjustable
parameters to improve the 'fit' and is based on the
simple postulate that rewetting coincides with the
onset of an interfacial instability, when the wall is thin.
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1
total drag (form + friction) = -"8 PcaiCD(llc) - (lid» I(llc) - (lid) I

for submerged objects;

(40)
1

wall drag = - "2 Pcakwf(llc) I (llc) I '

1
frictional drag = - "2 Pcaif((llc) - (ud» I(llc) - (ud) I

for separated flows; and

Limitations of the Model
The preceding discussion illustrates that the multifield
model can predict a variety of phenomena without ad­
justment, or 'tuning,' of coefficients. It works well for
both separated and closely coupled flows, provided
the closure relationships or interactions between fields
are developed with care, and attention is paid to the
physics of the flow situation.

We turn now to the closure relationships required
for forces at the wall and between fields due to viscous
effects, Le., the terms containing 'T in (18), and the part
of the ~Pki time affected by viscosity - called form drag
in Birdet al. (1960). For the multifield model these terms
are written by analogy with single-phase flow, so the
forces are expressed as:
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Figure 14 Transient top and bottom wall temperatures - comparison
of experimental and numerical results.

where aj and akw are the interfield and wall areas per
unit volume, Co is a drag coefficient, f is friction factor,
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Figure 16 Schematic showing instantaneous velocity with mean
velocity = 0, and instantaneous and average wall shear stress. The
wall shear stress varies as the square of the velocity.

and subscripts c and d denote continuous and dis­
persed phases, respectively. The absolute value signs
are used to take flow reversal into account, so that the
force puints in the right direction.

For each flow regime, expressions have been devel­
oped for the unknowns in (40) [see, for example, Ran­
som et al. (1984); the TF_<\.C-PD2 manual (1982); and
Banerjee (1985)].

A difficulty arises, however, when flows are oscil­
latory. Consider a flow and wall shear stress history
shown schematically in Figure 16. Here the time-aver­
aged flow vanishes. However, the time-averaged wall
shear stress does not because it is proportional to the
sphere of the velocity. Thus expressions like (40) do
not predict wall (or interfacial shear stress) in such
situations.

To illustrate this, some data on flux condensation is
presented. The physical situation for refluxing near
the flooding point is shown in Figure 12. Vapor flow is
introduced at the bottom of a vertical pipe, flows
upwards, and condenses. The liquid, on the average,
runs downward countercurrent to the vapor flow.

This situation is of importance in assessing small
break accidents in pressurized water reactors. A scen­
ario which has been observed in experiments is shown

Figure 17 Schematic of experimental apparatus showing fluid distri­
bution during refluxing near the flooding point.

in Figure 18. Here, steam is formed in the reactor core
and flows to the steam generators, where it condenses,
and the condensate runs back countercurrent to the
steam flow. However, if the steam flow is slightly
above the flooding value, the steam generators do not
drain completely on the riser side and liqUid is held up,
as shown in the figure. The liquid head exerts back
pressure on the core and causes the liquid level to
drop. In certain cases, portions of the core may be
uncovered.

It is therefore important to predict the liquid inven­
tory distribution in the system and, particularly, on the
riser side of the steam generators. This is impossible to
do on the basis of shear stress correlations of the form
in (40).

To demonstrate this, data on liqUid and vapor veloc­
ities and void fraction are plotted in Figure 19. The
average liquid flow is downward and the average
vapor flcv-l is up"'lard, as sho\vn in the figure ....A. single-
phase region exists above the condensing 2-phase
region, Le., above the point at which ex goes to zero.

The average wall shear stress is plotted in Figure 20,
together with the quantity (U2> I(U2> I. It is evident the
average wall shear stress goes through a change in
sign. The average wall shear stress, if modelled by an
expression of the type in (40), would indicate that the
flow at the bottom of the condenser is upward, and
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Figure 18 Small break accident scenario with steam generation rate
leading to flooding during reflux condensation.

downward at the top. This is at variance with the
measurements. The same result is found in all the
experiments we have done in this regime [see Nguyen
and Banerjee (1985)]. Clearly, something is wrong
with the model!

The reasons for this curious behaviour in wall shear
stress may be explained qualitatively as follows: Con­
sider the flow to be oscillatory, with large waves
travelling upwards at velocities close to that of the
vapor, and relatively slow downflow in lhe liquid film
between waves. The shear stress under the waves is
high because of the high-velocity upflow, whereas the
wall shear stress in the draining film is low. However,
as the vapor condenses, its velocity is reduced, and the
wave velocity is also reduced. As a consequence, the
shear stress at some point goes to zero, because the
component due to upflow in the waves is exactly bal­
anced by downflow in the film. Below this point, the
wave velocity is high enough to give a negative shear
stress, whereas above this point shear stress is posi­
tive. The data can be explained more quantitatively if
observed values of wave frequency and velocity are
used, together with appropriate velocity gradients at
the wall in the wave and draining film regions.

Figure 19 Data on liquid and vapor velocities and void fraction
during reflux condensation near the flooding point.

The question, however, is to determine whether the
multifield model can be modified to incorporate such
phenomena. The correlations required for wall and
interfacial shear stress in the slug / churn would clearly
have to be quite different from (40).

A method to deal with problems of this nature has
not yet been developed. One possibility is to divide
the liquid flow into 2 fields - a wave or slug field and a
film field. The momentum interactions in these fields
with the gas / vapor and the wall would be quite differ­
ent. At present, there appears to be no information
which can be obtained from the model about the divi­
sion of liquid between these fields. Information on dis­
turbance length, amplitude, and frequency is needed
to proceed further, and it appears this has to be
supplied to the model on the basis of experiments.
However, we speculate that careful stability analysis
of the model could lead to disturbance frequencies and
lengths. Almost certainly this analysis would have to
take some non-linear effects into account.

In summary, then, the multifield model successfully
captures many subtle phenomena in 2-phase flows,
where oscillations are small compared to the mean
flow. However, in regimes where the oscillations are
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Figure 20 Data on wall shear stress and liquid velocity during reflux
condensation showing that the wall shear stress is not proportional
to the square of the mean velocity.

much larger, the model is more difficult to apply. The
difficulty lies in determining the correct closure rela­
tionships. 1£ the present framework for closure rela­
tionships is used, then the limitations are clear - experi­
mentalmeasurementsonwallandinterfacemomentum
interactions cannot be predicted for intermittent flows.
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